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Abstract:  
 
Machine unlearning is an emerging field focused on removing the influence of specific data 
points from trained machine learning models.  Early work in this field has primarily focused on 
privacy-oriented unlearning, often motivated by data protection regulations such as the GDPR. 
More recently, security-oriented unlearning has emerged as a response to data poisoning 
attacks, where malicious inputs are injected into training data to manipulate model behavior. In 
these security-oriented settings, unlearning methods aim to reverse the influence of malicious 
training data after a model has already been deployed. However, existing methods assume 
access to an accurately identified portion of poisoned data. This thesis investigates the 
performance of state-of-the-art poison unlearning techniques under imperfect detection 
conditions, where the forget set is not only a portion of poisoned data but also includes false 
positives. An evaluation simulating these more realistic detection scenarios is designed. State-
of-the-art unlearning method, Potion, is evaluated using this framework across standard image 
classification benchmarks. The results demonstrate that false positives in the forget set can 
impact model damage and unlearning effectiveness. More broadly, these findings highlight the 
need for robust and comprehensive evaluation frameworks that reflect real-world conditions. 
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